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I propose a method of quantifying polarization using AI classification models which

does not rely on predefining groups of affiliation. Using variation in social media use

caused by social media outages, I find that social media usage does not have a significant

causal effect on polarization, but that larger existing AI classification models would

produce substantially more precise and reliable results. Lastly, I find that a polarization

classifier trained on Reddit conversations does not accurately identify polarization in

Twitter interactions.

1. Introduction

The idea that social media usage increases polarization is popular mainstream: Pew Research Center

(2022) reports in a global representative study that about 65% of people think social media has made

people divided in their political opinions, with only 8% of people thinking the opposite. In the US, the

percentage of people thinking social media makes people politically divided was the highest, standing

at 79%. Similar to the divide in people’s political opinions is affective polarization: the extent to which

people feel more negative toward other major political parties than their own (Iyengar et al., 2019).

Affective polarization is undesirable because it can decrease the efficacy of government (Hetherington

and Rudolph 2015). Knowing whether the truth aligns with the main public sentiment in this case is

therefore important, potentially motivating a policy response.

In this paper, I measure the causal effect of social media availability on affective polarization in the

United States, United Kingdom, Canada, and Australia. I start by creating a dataset of all conversations

on Twitter linked to any of these countries from the start of 2018 to the end of 2022. I then classify

the topic of discussion and the polarization score of the collected interactions using fine-tuned large
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language models. I aggregate the polarization scores to compile a dataset of day-level polarization by

country and discussion topic, weighting interactions based on an algorithm that considers the likes

received by each tweet of an interaction. I then identify the duration and extent of technological

outages for any of the major social media platforms to identify a causal relationship between social

media availability and affective polarization.

I find the causal effect of social media usage on political polarization to be insignificant. Neverthe-

less, the usage of bigger, more expensive classification models of OpenAI would identify variation in

the outcome variable more accurately and give rise to more precise and reliable coefficient estimates.

Lastly, I find that a neural network polarization classifier trained on a large dataset of labelled vector-

embedded Reddit conversations from a selection of discussion forums is not accurate in predicting

polarization from vector-embedded Twitter conversations.

This paper contributes to the literature evaluating the effects of social media usage on polarization.

Previous research to investigate a potential effect of social media usage on affective polarization

employs field experiments1, event studies2 or online conversations from a specific type of users3.

In all studies like these, the sample is limited in either (i) the size4 or the representativeness of the

group of individuals in the data, (ii) the range of topics in which polarization is measured, or (iii) the

time period to which the analysis is relevant. These limitations lead to overly local results based on

non-representative data, which means the estimated effects may be biased relative to those that the

authors are actually interested in finding. This paper instead evaluates the polarizing nature of social

media by studying of interactions on a large scale over multiple years, across an exhaustive list of

discussion topics, and among different countries.

This paper also contributes to the literature measuring polarization. The method I use to measure

polarization does not make an effort to infer to which one of two groups any party in the interaction

belongs. I choose this approach because, polarization is multi-dimensional in the sense that there

may be different distinct groups or affiliation per topic, and perhaps more than two groups of distinct

affiliation for some topics (McCoy et al. 2018). The popular approach of calculating polarization after

identifying two groups of affiliation in the data does not account for this complexity and may therefore

be too simplistic to accurately display the variation in polarization that policymakers care about.

This paper has several important limitations. First, the causal effects I estimate should be interpreted

as the effect of short-lived reductions in social media availability. This is because widespread social

media outages have never lasted more than a day. Perhaps the effect of social media availability is

significantly non-linear in the hours it is made unavailable to the public for use. Second, the outcome

1For example, Ro’ee (2021) shows experimentally that random variation in exposure to news on social media
substantially affects the slant of news sites that individuals visit.

2Take Lee et al. (2018), who attempt to show that social media indirectly contributed to polarization through increased
political engagement by analysing changes in political views using panel data collected in South Korea between 2012 and
2016, a time of rapidly increasing social media adoption.

3E.g. Barbera (2014), who limits their analysis to users who follow political Twitter accounts.
4This is problematic as measuring the treatment effect to a randomly, representative sample assumes the non-treated

individuals in the overall population do not affect the overall effect while people in the sample interact with non-treated
individuals in their daily lives.
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variable of affective polarization is constructed from interactions from Twitter only, which will limit

the external validity of the causal estimates. Nevertheless, I argue that the algorithm I use to aggregate

interaction-level polarization scores into a panel dataset of polarization produces a representative

measure of polarization experienced among the Twitter population. With about one in four people

actively using Twitter in the US, UK, Canada, and Australia in 2023 (Pew Research Center 2023;

Kepios 2023), the results of this paper would still hold with respect to a large chunk of the populations

in the countries of interest.

The remaining sections 2–7, respectively, present the theoretical framework, data, empirical

strategy, results, discussion, and conclusion.

2. Theoretical Framework

I begin with a qualitative theoretical framework to fix ideas about the relationship between social media

use and polarization in a society. I interpret affective polarization to be to what extent the groups in an

average interaction in a society are not willing to listen to each other and acknowledge the arguments

and opinions of each other, because this corresponds to the average antagonism an individual in a

society experiences and is easy to interpret. The hypothesis is then as follows. Assume first that social

media algorithms sort users into echo chambers, with users becoming less likely to acknowledge and

listen to the opinions and arguments of randomly chosen individuals in the same society the more they

use social media. If this effect materializes in day-to-day interactions between the citizens of a society,

the consumption of social media by one person can make others more antagonistic, too, by spillover

effects: one can expect an individual’s marginal consumption of social media to have an effect on

their attitudes towards people around them, which diffuses from that individual over all interactively

connected individuals, manifesting in a change in polarization in the given society.

Now, whenever a social media service goes down, like Facebook, there are some people that were

going to use Facebook during this outage who suddenly can not use Facebook anymore. They will

spend their time in some other way for the duration that they were going to use Facebook. A decent

share of the people that were going to use Facebook during the outage will probably switch to another

media type to consume which is available to use. It is safe to say that not all of these people will

substitute their Facebook usage fully with the use of another social media service. The non-social

media substitutes will therefore be consumed to some extent. Suppose each of these substitutes is more

or less polarizing than Facebook.

Aggregating over all substitutes using a weight proportional to the share of people that switch

to each one, we can speak of Facebook substitutes being more or less polarizing than Facebook.

Policymakers are probably keen to see whether the average Facebook substitute is more or less

polarizing than Facebook, as this would allow them to conclude whether and how the availability of a

social media service contributes to the levels of polarization that people experience in their societies.

On Twitter, changes in the share of interactions that are polarized should consequently be visible. I try

to capture just this change in the nature of interactions on Twitter for five of the major social media
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services in English-speaking countries: Facebook, Instagram, YouTube, TikTok, and Snapchat. I do

not study the effect of Twitter usage on polarization because no tweets can be posted during a Twitter

outage.

3. Data

3.1. Tweets

I opted to collect data from Twitter as it is a platform of publicly available interactions that about one

in four people in the US use, and will be similar in the UK, Canada, and Australia based on population

penetration rates (Pew Research Center 2023; Kepios 2023). This is important as I aim to study the

effect of social media use on polarization at a larger scale than other studies do. I only collect tweets

from the US, Canada, the UK, and Australia, as a large corpus of tweets can only be feasibly analyzed

computationally and models for computational analysis of language tend to perform best on English

text (Muennighoff et al. 2022).5

I focus on tweets posted in the last five calendar years, 2018 to 2022, because the social media

recommendation systems and content type have probably changed much since before 2018 and

policymakers would care about the current state of social media’s polarization. I filter Tweets by

country of origin because outages can sometimes be location-specific (FirstPost 2023). This limits the

sample, though, as tweets are not automatically geo-tagged, meaning the only tweets in the data used

are those from users who manually turned on geo-tagging of their tweets, which constitutes about 2%

of tweets (Twitter 2021). This reduces the representativeness of the results but prevents attenuation

bias that would arise if one did not link outages to conversations from the place they occur in.

For all organic6 tweets on Twitter for the given time range and geographic filters, I add a direct

reply of another user to that organic tweet to create tweet-reply pairs. I then label the tweet-reply pair

interaction to be polarized, neutral, or anti-polarized. I define such pairs to be neutral when not both the

tweet and the reply are subjective (i.e. containing an opinion of sorts) or when there is disagreement,

but this disagreement is constructive. I define a tweet-reply pair to be anti-polarized when there is

clear/enthusiastic/warm agreement between the tweet and the reply. Lastly, I define a tweet-reply to

be polarized when there is non-constructive disagreement or if one user displays a toxic sentiment

towards the other user.

Identifying polarization on the scale of individual interactions is agnostic about the groups of

affiliation that exist among the users while simultaneously allowing for any user to belong to any group.

For each interaction between two people, both people are part of a group representing a contextual

sentiment. If these groups are not composed of multiple people (by the likes the different users receive),

they are composed of the two users themselves. This interpretation is motivated by the outcome

variable of interest being to what extent the groups in an average interaction in a society are not willing

5For a more detailed description of my tweet collection methodology, see page 29 of the appendix.
6An organic tweet is either a standalone tweet or a tweet quoting another tweet.
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to listen to each other and acknowledge the arguments and opinions of each other. In the literature, this

would mostly correspond to trying to measure affective polarization7 (Kubin and Von Sikorski 2021).

3.2. Identifying Polarized Interactions

I use8 a language model to classify interactions for me, as it would not be feasible to manually label

all collected interactions. I chose the two mainstream types of transformer-based AI models, which

generally outperform any other type of model in classification tasks (Neelakantan et al. 2022).

1) The first method I use is embedding the text of tweet-reply pairs into a high-dimensional vector

with a pre-trained embedding model. These vector embeddings will have meaning in the sense

that similar pieces of embedded text represent points relatively close to each other in the high-

dimensional vector space. Complex areas contained in the embedding space, like areas that identify

whether the corresponding piece of text features a polarized interaction, can be unraveled9 by fitting

a flexible neural network to a training dataset of manually labelled tweet-reply pairs (the outcome

variable) and the embedding vector of the corresponding text (the input variables). This neural

network can then be used to classify the embedding vectors of tweet-reply pairs outside of its

training dataset.

2) The second model I use is a large pre-trained10 text-completion model GPT-3. I show this model a

lot of examples of how a human classified the interaction type of certain tweet-reply pairs. After

doing that, you can supply the model with new tweet-reply pairs to classify on its own. Given what

it has seen, it will predict the outcomes of the new interactions.

As both of these methods require a dataset, I manually labelled around 1,000 tweet-reply pairs to be

part of any of the following three classes: anti-polarized, neutral, and polarized according to

the definitions listed in the previous section.

Some tweets in the sample do not have direct replies from other users, which I label to be neutral

in their interaction type. I decide not to drop these tweets because they contain information about

people’s interactions too: at least some of these tweets are shown on other users’ feeds11. I label these

tweets as neutral as no user that saw the tweet felt a strong enough need to reply12, meaning their

7Affective polarization is equivalent to out-of-group animosity, the “toxic” component of polarization, whereas
ideological polarization is related to the extent of between-group differences which does not directly imply animosity
(Kubin and Von Sikorski 2021).

8For more information on the reasons I chose these models over existing methods in political economy research, see
page 29 of the appendix.

9As long as the model that creates these vector embeddings is ‘good enough’ in the sense that it creates these
embeddings with this information contained in them.

10Pre-trained means that a model has been fitted to data already. This pre-training may be transferrable across different
use cases, especially for large language models like GPT-3 that have been trained on a substantial share of the internet and
books in the world.

11A feed is the home page on which Twitter displays a selection of tweets consisting of tweets of people that you follow
and tweets it recommends to you.

12See the discussion for why the existence of deleted tweets does not pose a significant threat to this argument.
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attitude towards the tweet probably was not extreme to either end of the spectrum used here, polarized

or anti-polarized.

Text-completion models continue text in the way they estimate to be most likely, so it is a best

practice to give the model a prompt13 that is most reminiscent of what it has seen on the internet and

in the books that it has been trained on (OpenAI 2022). The tweet-reply pairs should therefore be

formatted in a way such that the model is most likely to continue the text of a tweet-reply pair with the

correct label of the labels you want the model to classify interactions with.

Given a tweet with the text [tweet] and a reply with the text [reply], I therefore give the following

prompt to the text-completion model for each tweet-reply pair:

“Person 1: ‘[tweet]’ Person 2: ‘[reply]’

Interaction type between Person 1 and Person 2: ”

This makes it clear that [tweet] and [reply] are utterances that come from two different people,

emphasizes that what follows after the prompt is a word for the type of interaction between these two

different people, and includes whitespace to avoid concatenating a word at the end of the tweet with a

word at the beginning of the reply.

The training dataset has around a thousand of such examples labelled by one of

disagreement, neutral, and agreement that correspond to polarized, neutral, and anti-

polarized, respectively. I chose this mapping because the usage of the words “disagreement”,

“neutral”, and “agreement” is probably more prominent in the internet and literary corpora that GPT-3

was trained on. This means that completing the prompt as shown above correctly will be more “natural”

to the model and limit the noisiness of inputs to the model. The thousand or so examples should

then serve to convey that constructive disagreement should be classified as neutral and toxic interac-

tions should be classified as disagreement, which are distinctions that need to be made in order for

the classes disagreement, neutral, and agreement to correspond to polarized, neutral, and

anti-polarized, respectively.

I neutralized links and usernames to prevent the text-completion model to make inferences on the

interaction type based on words that just so happen to be in any of the links or usernames.

For information, if [tweet] is a tweet that quotes another tweet with the text [quoted], I change

the prompt to:

“In response to: ‘[quoted]’ Person 1: ‘[tweet]’ Person 2: ‘[reply]’

Interaction type between Person 1 and Person 2: ”

Because the quoted tweet sometimes provides context necessary to determine the interaction type

between the tweet and the reply.

13A prompt is the text you give to the pre-trained text-completion model to continue.
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3.3. Aggregating Polarization Scores

After formatting all tweet-reply pairs and labelling the interaction type for each with the fine-tuned

text-completion model, I convert each label to a numeric label in which polarized, neutral, and

anti-polarized correspond to the classes 1, 0, and -1, respectively. This allows me to take a

weighted average over all interactions to distill the interactions in a given country on a given day into

one polarization score. I aggregate the interactions using weights because social media downtime

data is daily and heterogeneity in the number of likes between tweets conveys information about the

number of people involved in an interaction.

I weigh interactions as follows, given the number of likes of the tweet and the number of likes of

the reply:

Table 1: POLARIZATION AGGREGATION WEIGHT BY INTERACTION TYPE

Anti-polarized Neutral Polarized

Pairs W W W · min(likesr,w, likest)
max(likesr,w, likest)

Single Not applicable likest Not applicable

Notes: This table presents the weights I use to aggregate the polarization scores of interactions into country ×
date × topic-level polarization estimates. The cells that show “Not applicable” do so because single tweets can
not be involved in an anti-polarized or polarized interaction, and do therefore not exist.

Where:

• Cells in the row of “Pairs” correspond to the weight of the numeric polarization label for a

tweet-reply pair given the class of the interaction type, whereas cells in the row of “Single”

corresponds to the scaling of the numeric polarization label for a tweet with no direct replies

from a different user.

• likest corresponds to the like of the tweet, whereas likesr corresponds to the like of the reply.

• µ(x) takes the empirical mean of x.

• likesr,w := likesr · (µ(likest,p)/µ(likesr)).

• likest,p is the number of likes of a tweet that is part of a tweet-reply pair.

• W := likesr,w + likest .

likesr,w is the number of likes of a reply, weighted to make it comparable to the likes of the tweet

obtained by scaling likesr by the ratio between the average number of likes of the non-reply tweet in a

tweet-reply pair and the average number of likes of a reply in a tweet-reply pair. So this scaled version

of likesr, likesr,w, is comparable to likest , as they have the same averages.

The intuition behind W is that it represents the number of people involved in an interaction. Namely,

as a user that has seen a reply to a tweet is more likely to have seen the parenting tweet than a user that
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has seen the parenting tweet has seen that particular reply, treating likes on a reply equal to likes on a

tweet would be unfair. Simply adding likesr,w and likesr together is motivated by the assumption that

on average users have a similar likelihood of liking a tweet relative to the likelihood of liking a reply

when supplied with any tweet-reply pair, and that users who like a reply feel a similar kind of need to

endorse to users who like a tweet.

I also multiply W by min(likesr,w, likest)
max(likesr,w, likest)

for polarized interactions: the ratio of the minimum of the

comparable figures of likest and the scaled version of likesr to the maximum of the two. This way, the

more an interaction is divided, i.e. the more comparable the endorsement received by each side of an

interaction, the higher this fraction will be. A polarized interaction with relatively few endorsing one

user in the interaction means this fraction is smaller, as the minimum term will be small relative to the

maximum term.

If all tweet-reply pairs in a day are maximally polarized, i.e. likest and the weighted version of

likesr are the same so that the minimum divided by the maximum equals 1 for all tweet-reply pairs,

then the aggregated polarization score will be 1. If all tweet-reply pairs in a day are anti-polarized (and

there are no tweets without any replies on that day–“single” tweets), the aggregated polarization score

will be −1.

3.4. Classifying Interaction Topic

I classify tweets to be of any of the categories (i) politics, (ii) entertainment, and (iii) advertisement.

These are defined as follows:

(i) advertisement is used as a label whenever the main tweet is spam or an advertisement of some

sort.

(ii) The category politics is defined to contain any tweet in which anything is discussed that is

relevant to the political state of the world, like financial or economic news, scandals of politicians,

policy, political debates, and conversations about religion, norms and values, and philosophy in

general.

(iii) entertainment contains all of the remaining. In the manual classification of categories for

these topics I found that most tweets in this remaining class are likely to be about personal life,

sports, and TV series.

I can then distinguish between a polarized interaction of two people about Brexit and one about a cat

video. Policymakers probably care about that distinction. Furthermore, these categories allow me (a)

to filter out all tweets from bots14 and adverts to be able to focus on genuine human interactions, and

(b) to choose to filter on interactions with a political dimension which would seem to feature most of

the polarization of interest in contemporary societies, given the definition of “politics” used.

14Bots on Twitter are computer programs that algorithmically generate and publish tweets. It is estimated that the share
of tweets tweeted by bots as a proportion of all tweeted tweets is around 21% (SimilarWeb 2023).
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With these classes determined, I choose to fine-tune a large pre-trained deep-learning language

model to classify my data, for the same reasons that I mentioned for the classification of disagreement.

In this case, the following prompt template is applied to all records:

“Person 1: ‘[tweet]’ Person 2: ‘[reply]’

Category of the above tweet(s): ”

In case a record is classified without a direct reply from a distinct user, I use the following template:

“Person 1: ‘[tweet]’

Category of the above tweet(s): ”

And again, in case the starting tweet quotes another tweet, I prepend the prompt by “In response to:

‘[quoted]’ ”.

3.5. Social Media Outages

I use social media outages to quantify the causal effect of changing usage of social media services on

polarization. The reason for this is that technical issues are at the root of social media outages and that

those technical issues can happen at any moment at the expense of any individual mistake, meaning

they are volatile in their occurrence. For illustration, below is a list of possible causes of social media

outages15:

1) Changes to the platform’s internet infrastructure.

2) Software bugs.

3) Configuration changes to the platform’s servers.

For the most part, outages are caused by updates to the servers of social media services. This is when

teams of software engineers push changes to the algorithms that run behind the scenes to make a social

media platform work. Namely, the bulk of what makes a social media platform run, recommendation

systems, databases, notifications, and account functionality to name a few, is processed on computers

different from users’ ones. Whenever an update to any of these systems is carried out, there can be

unforeseen implications to the overall workings of the platform. For some of these, the platform may

be unavailable to a proportion of users16. As these systems are complex, it may not always be possible

to ensure beforehand that certain updates are safe to implement on the overall scale of the platform, by

which outages may occur.

One concern with using outages as exogenous variation in the usage of social media is that, with

teams of software engineers being aware of the threat of an outage, these updates are carried out when

15For example, see Wikipedia (2023) for a detailed list of outages of Google services and their causes.
16Some outages are exclusive to certain regions or users.
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the cost of an outage is lower, say during periods of lower usage of the platform. However, social

media usage can be expected to be relatively stable over time, and perhaps even growing. Additionally,

with large scale adoption of these social media services across many time zones, for an outage at any

point during the day, there will be a large group of users affected, meaning waiting for the clock to hit

3 am US Eastern Standard Time before pushing server updates is not necessarily a sensible strategy for

software engineering teams.

I use Google Trends data to identify outages. Google Trends is an online tool created by Google

which allows users to view the popularity of any search query on Google over time. This is helpful for

the analysis of interest for the following reason. According to Google’s answers to Google Trends

FAQs (Google 2023), for a given search prompt, a given time period, and a given geographical region,

like a country, Google Trends returns a graph displaying the popularity of that search prompt over

time in that country, where the popularity is indicated by the proportion of queries like the search

prompt of all Google queries made in that country. This proportion is scaled such that the point of

highest popularity in the graph is equal to 100. Assuming that the overall browsing volume in the

countries of interest in this study is relatively stable over time, being able to see this proportion of

search queries changing over time is informative because the number of people hit by a given outage

should be projected nicely onto the related Google Trends chart (assuming people google for outages

to a similar degree over time for an outage of similar severity).

I scrape17 Google Trends data for:

(1) Each of the services: Facebook, Instagram, YouTube, TikTok, and Snapchat.

(2) Each of the largest mainly English-speaking countries: United States, United Kingdom, Canada,

and Australia.

(3) The beginning of 2018 to the end of 2022.

I also collect data on Twitter outages for (1) and (2) in order to investigate whether Twitter outages

sometimes overlap with outages of the platforms of interest.

The search query I use in this study is the query “is [platform] down”, where

[platform] corresponds to the name of the social media platform of interest. The reason for this

search query is that by trial and error, it seems to be used most out of many alternative queries, and

Google autocomplete suggests it as one of the top options when typing “is [platform]” in search

engines when tested in freshly installed browsers (meaning there is no history stored by the browser of

a researcher typing that into their Google search bar before). Capitalizing letters in a search query has

no effect on the data returned by Google Trends.

I then fit the popularity data to the worst complete service outage for each service so that the

maximum popularity of a search term for a given platform should correspond to the duration of the

service’s worst outage.

17For more information on the technical decisions I made when scraping search popularity data from Google Trends,
see page 30 of the appendix. For downtime estimation alternatives, refer to the same page.
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4. Empirical Strategy

4.1. OLS

I set up two regression models to measure the causal effect of social media availability on affective

polarization. I use robust standard errors to account for positive autocorrelation in the error term

which may be expected because of polarization levels depending on polarization in previous periods

and because of possible time-trend-related heteroskedasticity. I do not include polarization levels

from previous periods as regressors in this model because these do not cause outages and thus are not

confounders. The specifications are

polarizationc,t = effective outagesc,tβ +∆twitter usagec,tγ +κc +ηt + εc,t (1)

and

polarizationc,t = vec{Lagged Outagesc,t}′β +∆twitter usagec,tγ +κc +ηt + εc,t , (2)

where polarizationc,t is a scalar variable that takes the outcome variable of the polarization level in

country c at time t, where time is at the date-level. κc and ηt are country and year fixed effects.

effective outagesc,t is a row vector in which each element corresponds to the effective outage severity

of a social media service at time t in country c. Lagged Outagesc,t is a matrix containing the estimated

outage for all services (columns) over the current and previous six days (rows). For a single platform

with index i, the effective outage severity effective outagei,c,t is calculated as follows:

effective outagei,c,t =1.2

(
1
3

outagei,c,t +
4

∑
n=1

(
1
3

)n

outagei,c,t−n

)
≈0.40 ·outagei,t +0.40 outagei,c,t−1 +0.13 outagei,c,t−2 +0.05 ·outagei,c,t−3

+0.02 ·outagei,c,t−4

(3)

I choose this specification for interpretability reasons. Namely, (i) this variable can be seen as

a weighted average of the closest lagged variables of outage severity18, and (ii) the terms decay

exponentially in their weight while the closest two lags are of equal weight given that outages occur

during a day at which polarization is measured and the diffusive effect that follows from a shock to

social media usage may take a bit of time to set in. Namely, the hypothesis discussed in section 2 is that

the marginal availability of social media for an individual has some aggregate effect on polarization

that diffuses through society from the people affected. Therefore, I model an outage to have an effect

over a multiple of days after the shock, but decreasing in its effect over time and reaching zero after

181.2
(

1
3 +∑

4
n=1
( 1

3

)n
)
≈ 1.
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some set number of days. One may expect social media consumption to gradually revert to a level

that is natural to the people in the society of interest, meaning that the polarization of interactions

will gradually revert to equilibrium, holding fixed all variables after the end of an outage. All other

variables can be seen to be held fixed in the regression of interest as I treat outages to be random in

occurrence.

∆twitter usagec,t corresponds to the change in the popularity of the search term “twitter.com” on

Google in country c at time t, relative to the popularity of that same query in the previous day, and

inversely scaled by the popularity of Twitter over time (estimated by taking the yearly popularity of

“twitter” over time from Google Trends in country c). This should adequately capture relative changes

in the usage of Twitter, as a decent share of Twitter users uses Twitter through the website19, meaning

that the search intensity of “twitter.com” is appropriate to measure Twitter usage. I inversely scale

the popularity of “twitter.com” by the popularity of “twitter” because it is the proportional change in

Twitter usage that is a confounder, not the absolute change in Twitter usage.

I do not control for substitution to other social media services as it is hard to find accurate statistics

on social media usage per service. The measured effect can therefore be interpreted as the effect of

switching to the average substitute as a result of downtime of a particular social media platform, as

discussed in section 2. If it is estimated that downtime of social media services reduces polarization

and we assume that social media services are of similar polarizing nature to each other, then we can

say that the average non-social media substitute is even less polarizing than the estimated treatment

effect as the substitution to alternative social media usage is included in the estimated effect.

4.2. Bayesian Hierarchical Model

Additionally, I estimate the following Bayesian hierarchical regression model:

polarizationc,t = effective outagesc,tβt +∆twitter usagec,tγ +κc + εc,t ,

εc,t ∼ N(0,σ),

βt ∼ N(β ,Σβt ),

β ∼ N(0,Σβ ),

γ ∼ N(0,σγ),

κ ∼ N(0,σκ),

κc ∼ N(κ,σκc),

Σβ ∼ diag(σβ1,σβ2, . . . ,σβ5)+O,

Σβt ∼ diag(σβt1,σβt2, . . . ,σβt5)+O,

Oi, j =

ρ, if i, j ∈ {1,2}, i ̸= j

0, otherwise
,

19Statista (2015) notes that about one-fifth of Twitter users use the platform through the web, which is has probably
become less in the meantime, but should still mean variation in “twitter.com”’s popularity represents variation in usage for
a large sample of Twitter users.
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with all types of σ ∼ Halfcauchy(5).

βt is a vector of coefficients per year, while κc is a country-fixed effect, from the hyperparameters β

and κ , respectively. ρ is equal to the correlation between the effective outage severity of Facebook and

Instagram, which are the first and second entries of the effective outagest row vector. I use a diagonal

covariance matrix for the error term because this makes the model estimation feasible and because

model convergence is unlikely, otherwise.

Including ρ is motivated by the below picture of outages over time that displays little correlation

between outages of any platform pair except Facebook and Instagram, which is additionally supported

by Facebook and Instagram partially running on their parent company’s servers (Meta’s servers), which

is not the case for any other platform pair.

Figure 1: SOCIAL MEDIA OUTAGES WITH DURATIONS OVER THE YEARS
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Notes: This figure shows observations of the estimated outage durations across different social media platforms.
The outage duration estimates are estimates of equivalent full platform outages. I include the observations
from all countries. I use “equivalent” here to refer to the expected equivalent duration of a widespread outage
(during which nobody in a country of interest is able to use the service) based on the popularity of the related
outage search query on Google Trends. I do not include observations with an estimated equivalent outage
duration of less than three minutes. Lastly, there were 9,130 observations (5 services with one observation over
5 years) before dropping all those for which the estimated equivalent outage duration was lower than three
minutes, which left 254 observations for this graph. This means that there are about ten outages per service a
year.

I fit the Bayesian model using Stan, which uses Markov Chain Monte Carlo algorithms to estimate
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models. The priors on correlation matrices and variance parameters are chosen as recommended by

the Stan manual (Gelman 2020).

The reason for estimating a Bayesian hierarchical model additionally to the OLS model is that

country-fixed and time-fixed effects may deal with the country-specific and time-specific concerns, but

do not use as much information as is available. Namely, one could argue that the average polarization

in a country as is defined is determined by a lot of variables, but that a lot of these variables are

similar for the English-speaking countries in the sample. Therefore, we may want to say that these

country-specific base levels of polarization in the time frame used come from some not-too-disperse

distribution. Additionally, as the concern related to time stems from social media platform algorithm

updates over time, but these algorithm changes can be argued not to have been drastic enough to

completely change the way these social media services work (in the time frame of 2018 to 2022), one

may say that it is reasonable to model the coefficients to be drawn from a not-to-disperse distribution,

too. This approach of assigning priors uses available information to impose structure while allowing

for variation in the coefficients in the dimensions that potentially cause bias when fixed.

5. Results

5.1. Identification Polarized Interactions

I classified the interaction type of the tweet-reply pairs with a large pre-trained language model in

two ways. First, with text embeddings and second, with text completion. The first method requires

training a neural network on correctly labelled input data. As neural networks require a lot of training

examples to do well on classification tasks with considerable variation in the input data (Brownlee

2019), achieving reasonable prediction accuracy would require manually labelling a substantial share

of the tweet-reply pairs. Therefore, I use a publicly available dataset. I did not find any datasets

containing polarization-labelled tweet-reply interactions, but what came the closest was a dataset

called Debagreement (Pougu et al. 2021), which consists of Reddit post-reply pairs either labelled

with disagreement, neutral, or agreement. These classes do not exactly correspond to the classes

used in this study: polarized, neutral, and anti-polarized: going back to the definition of these

classes in section 3.2, one can see that only some of the Reddit post-reply pairs that are classified

as disagreement should belong to the class neutral before setting the former class to the latter.

Debagreement consists of around 40,000 labelled interactions from five different forums on Reddit:

r/BlackLivesMatter, r/Brexit, r/Climate, r/Democrats, and r/Republican. One can note that these

interactions do not span the majority of interactions one may find on Twitter, maybe not even those

about politics on Twitter. This means that a neural network trained on vector embeddings of interactions

contained in this dataset may not do well out-domain on vector embeddings of interactions on Twitter.

I generate embeddings by leveraging OpenAI’s state-of-the-art embeddings model (released De-

cember 2022), which I chose because it scores best out of other text embedding models when used on

a varied collection of benchmark datasets for classification tasks (OpenAI 2022).
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While the neural network20 after training did okay on the validation data21 from the Debagreement

dataset, it did quite poorly on the embeddings of the tweet-reply pairs in the validation dataset of

the data used in this study. The below confusion matrix shows the decomposition of the model’s

predictions conditional on any given true class.

Table 2: CONFUSION MATRIX EMBEDDINGS POLARIZATION CLASSIFIER

Actual \ Predicted Polarized Neutral Anti-polarized

Polarized 8 4 6
Neutral 24 70 116
Anti-polarized 3 1 18

Notes: This table presents the raw Twitter interaction polarization classification accuracy for a neural network
trained on a dataset of polarization-labeled vector embeddings of Reddit interactions. Each cell shows the
total number of validation records belonging to the given categories. The red numbers represent incorrect
predictions, the black numbers represent correct predictions.

From the above confusion matrix, one can tell that the classification accuracy is quite poor, about

40%. A degenerate model that always predicts neutral would do substantially better than this model

in terms of the proportion of records it classifies to be correct. Therefore, using this embeddings-trained

neural network would create significant noise in the outcome variable which would result in higher

standard errors on the coefficients of the regressors of interest.

For the second method of classification of polarization, I use another model from OpenAI, the fine-

tuning model Ada (OpenAI 2023). After I fine-tune this pre-trained language model on approximately

800 manually labelled tweet-reply pairs, which should be enough for this model to do well as I explain

in section 3.2, the following is the confusion matrix of this model obtained by having it classify the

roughly 250 records of labelled tweet-reply pairs set aside for validation of the model.

Table 3: CONFUSION MATRIX FINE-TUNED POLARIZATION CLASSIFIER

Actual \ Predicted Polarized Neutral Anti-polarized

Polarized 3 11 4
Neutral 2 201 7
Anti-polarized 3 14 5

Notes: This table presents the raw Twitter interaction polarization classification accuracy of OpenAI’s LLM
Ada, fine-tuned to a training dataset of polarization-labeled Twitter interactions. Each cell shows the total
number of validation records belonging to the given categories. The red numbers represent incorrect predictions,
the black numbers represent correct predictions.

20I used a small and larger neural network on the training data. The former had one hidden layer of 800 neurons and the
latter had three hidden layers of 2,500 neurons. All hidden layers had a dropout rate of 20% and used the ReLu activation
function.

21Validation data is a random sample of the data that is not given to the prediction model at the training stage, so that
after training one can estimate the accuracy of the model on data generated by the same process underlying the dataset.
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Looking at the numbers on the diagonal in the above confusion matrix, the accuracy of this model

is considerably better than the embedding classification model, about 80% versus 40%, respectively.

However, what we may care about besides accuracy is whether variation in the outcome variable will be

correctly identified. With the numeric mapping applied to the polarization labels, (i) given a neutral

example one may want the model to estimate 0 on average, (ii) given a polarized example one may

want the model to estimate a number strictly higher than 0 or given a anti-polarized example one

may want the model to estimate a number strictly lower than 0. In essence, one at minimum wants the

average predictions given a true class to be ordinal, in the direction of the ordering of the classes as

given by the numeric mapping. This is not the case for this model, as the average prediction of this

model given a polarized interaction is lower than 0 instead of higher than 0, and this average prediction

is similar to the average prediction given an anti-polarized interaction. This is not a hopeful finding

given the goal of correctly identifying variation in the outcome variable of polarization. However,

because this validation sample is small, it is possible that the quality of these predictions is worse than

they actually are for the entirety of the dataset.

The largest and most expensive fine-tuning text-completion model from OpenAI22 outperforms

the embeddings classification model and the smaller text completion model by a large margin, as

can be seen in the confusion matrix below. It has an accuracy of approximately 90% and identifies

variation in the outcome variable appropriately, as the ordering of average predictions given any true

class corresponds to the ordering of the classes. Unfortunately, I did not use this model due to resource

constraints (it would cost around 1,200 GPB to classify the 80,000 tweet-reply pairs in my dataset).

Using this model would generate an outcome variable that is less noisy and more reliable than the

outcome variables generated by the other two models. This translates into more precise and reliable

regression coefficients, given the specification is correct.

Table 4: CONFUSION MATRIX LARGEST POLARIZATION CLASSIFIER

Actual \ Predicted Polarized Neutral Anti-polarized

Polarized 8 10 0
Neutral 1 209 0
Anti-polarized 1 14 7

Notes: This table presents the raw Twitter interaction polarization classification accuracy of OpenAI’s LLM
DaVinci, fine-tuned to a training dataset of polarization-labeled Twitter interactions. Each cell shows the
total number of validation records belonging to the given categories. The red numbers represent incorrect
predictions, the black numbers represent correct predictions.

5.2. Classifying Interaction Topic

For the task of classifying the topic category for each tweet-reply pair and tweet without replies, I

use the same text-completion model as for the task of classifying polarization. The fine-tune for this

22Which is Davinci at the time of writing, May 2023.
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task was trained on around a thousand manually labelled tweet-reply pairs or tweets without replies

and validated on around 250 such records. The accuracy of this model was around 80 percent, which

is more promising here than it would in the previous classification task since these classes are more

balanced. Below is an overview of the model’s predictions, again in a confusion matrix, which allows

one to see the decomposition of predictions given a true class.

Table 5: CONFUSION MATRIX TOPIC CLASSIFIER

Actual \ Predicted Politics Entertainment Advertisement

Politics 49 12 2
Entertainment 5 203 7
Advertisement 1 16 24

Notes: This table presents the raw Twitter interaction topic classification accuracy of OpenAI’s LLM Ada,
fine-tuned to a training dataset of topic-labeled Twitter interactions. Each cell shows the total number of
validation records belonging to the given categories. The red numbers represent incorrect predictions, the black
numbers represent correct predictions.

As can be seen, this model features little misclassification. It performs better than the polarization

classification model, perhaps because these categories are less imbalanced and are, in general, easier

to identify in tweets, with certain words giving away the class rather than complex argumentative

structures.

The following is an overview of the share of political tweets for each country and year. The share

of political tweets rises for all countries from 2019 to 2020, perhaps related to COVID restrictions.

Additionally, the share of tweets about politics in the US is higher than that in all other countries every

year.

Table 6: THE SHARE OF POLITICAL TWEETS PER COUNTRY OVER TIME

Year AUS CAN UK US Average

2018 0.11 0.12 0.12 0.15 0.12
2019 0.09 0.17 0.12 0.18 0.14
2020 0.12 0.24 0.15 0.34 0.21
2021 0.11 0.16 0.22 0.44 0.23
2022 0.11 0.15 0.09 0.22 0.14

Notes: This table presents the share of the collected tweets classified as topically political. I classify the
collected tweets using OpenAI’s Ada LLM that I fine-tune to a training dataset of topic-labeled tweets.

5.3. OLS

Before considering the results of an Ordinary Least Squares regression, I emphasize that the problematic

nature of the polarization classification model causes variation in the outcome variable not to be

identified, probabilistically, as shown in section 5.1. However, variation may be correctly identified to
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some extent, with a strictly positive probability, as poor accuracy on the validation sample does not

guarantee poor accuracy on the entire dataset23. Therefore, it may still be worth looking at the results

from running OLS on the data.

Interpreting the coefficients of the regressions should be done with WhatsApp contamination to

the Meta service coefficients in mind. Namely, Meta’s Facebook and Instagram partially run on the

same computer networks as WhatsApp (which is also part of Meta). This on its own means that the

estimated effect comes closer to the true effect of interest than in cases of isolated outages, as there are

fewer social media services for users to switch to during the outage. However, it also means that there

can sometimes be simultaneous outages of Facebook, Instagram, and WhatsApp24. As WhatsApp is

not a social media service in the classical sense, the treatment effect is contaminated by the effect of a

reduction in the daily online communication between people. Controlling for WhatsApp outages would

then be a way to deal with this concern, but due to high multicollinearity of those downtime variables,

this would make coefficient estimates imprecise while only mildly improving the interpretation of

the coefficients. Namely, one may argue the WhatsApp substitute is much more similar to the classic

social media platforms than the average substitute consumed during a social media outage.

The table below shows the results for the regression of political polarization on the effective

downtime per service without or with country and time fixed effects.

23Some may argue that poor accuracy on a validation set of 250 records is plenty of evidence to conclude that the
classification model is poor. However, natural language on Twitter is extremely noisy as the breadth of possible types of
conversation would imply.

24For example, during Meta’s major 2021 outage during which Facebook, Instagram, and WhatsApp went down
simultaneously for approximately six hours (The Verge 2021).
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Table 7: EFFECTS OF PLATFORM DOWNTIME ON POLITICAL POLARIZATION

Political polarization
Estimated experienced downtime (hours) (1) (2)

Facebook -0.0120 -0.00386
(0.0330) (0.0326)

Instagram 0.0292 0.0130
(0.0334) (0.0331)

YouTube 0.00914 -0.00785
(0.0146) (0.0147)

TikTok 0.00397 0.0150
(0.0143) (0.0137)

Snapchat 0.0182∗∗∗ 0.0139∗∗∗

(0.00345) (0.00309)

Change in popularity Twitter 0.0177 0.0190
(0.0164) (0.0160)

Fixed effects ✓
Observations 6,530 6,530

Notes: This table presents the results of two regressions of political polarization as determined by the fine-tuned
LLM model on the effective social media downtime. The observations are at the country × date × platform
level. The fixed effects denote country and year fixed effects. I use heteroskedasticity and autocorrelation-
consistent standard errors. The standard errors are provided in the parentheses, the significance symbols are ∗

for p < 0.05, ∗∗ for p < 0.01, and ∗∗∗ for p < 0.001.

Regression (1) in table 7 shows that no coefficients of interest are of significance at the 5% level or

lower, except for Snapchat. The positive coefficient says that the average marginal effect of an hour of

Snapchat downtime, conditional on all other variables, increases polarization. This is equivalent to an

additional hour of Snapchat being available reducing polarization relative to the average substitute.

The high significance on the Snapchat downtime variable can be explained by co-occurring outages,

too, in this case ones that happen because of third-party server dependencies. Namely, Snapchat utilizes

Google Cloud services (Yahoo 2021). Snapchat outages have been caused by Google Cloud issues

which also affected many other online services, like Discord, Spotify, and numerous online games

(The Verge 2021). Due to such instances, the estimated treatment effect is biased in the direction of

the effect that a collective outage of Snapchat and these other online services have on the measure of

polarization relative to the average substitute. Out of the services analyzed in this study, Snapchat

seems to be the only one that had big contaminated outages multiple times. It is hard to separate the

effect of shocks to usage of Snapchat from shocks to usage of other online services that are not social

media platforms because the greatest outages of these services occurred in tandem.

A potential reason for a positive bias in Snapchat’s coefficient is that during outages, which

sometimes co-occur with Spotify outages, a large group of people is unable to consume as much

music as they would like to, with consequential negative effects on people’s moods and subsequently
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increased political polarization as found on Twitter.

Regression (2) from table 6 shows that similar results hold for an OLS regression with both time

and country fixed effects.

The coefficient on the Snapchat downtime variable means that the aggregate25 effect of an additional

hour of downtime of Snapchat increases polarization by close to one percent of the maximum range of

the outcome variable26. Under the awkward assumption that the effect is linear up to unusually long

outages, it would take about two full days of a Snapchat outage to bring a neutrally-polarized country

to a fully polarized country, as estimated by this model.

Using table 8 displaying percentiles of the outcome variable, another interpretation of the magnitude

of the regressor on Snapchat is that an hour more or less of an effective outage takes the median level

(i.e., the 50th percentile) of political polarization either around 47 percentiles up or 35 percentiles down,

respectively. This perhaps surprising finding is related to the overpowering quantity of tweets without

a reply from a user, which are classified as neutral in their interaction and thus given a polarization

score of 0. Table 9 illustrates that the share of neutral tweets is relatively large for any country-year

combination.

Table 8: DISTRIBUTION OF POLITICAL POLARIZATION

Percentile 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 97 98 99 100
Political polarization -1.00 -0.80 -0.55 -0.40 -0.31 -0.24 -0.18 -0.14 -0.10 -0.07 -0.05 -0.04 -0.02 -0.01 0.00 0.00 0.01 0.04 0.12

Notes: This table represents the empirical distribution of political polarization to contextualize the regression
coefficients.

Table 9: THE DECOMPOSITION OF COLLECTED TWEETS PER COUNTRY OVER TIME

Single Pairs

Year AUS CAN UK US Total AUS CAN UK US Total

2018 20,344 77,279 37,688 179,647 314,958 1,950 6,019 4,412 8,302 20,683
2019 14,184 19,325 30,296 116,799 180,604 1,103 3,164 5,203 8,845 18,315
2020 3,842 7,244 13,345 70,411 94,842 417 851 2,485 7,456 11,209
2021 3,101 4,320 11,821 39,704 58,946 536 563 1,644 3,090 5,833
2022 3,292 5,805 10,349 65,248 84,694 577 1,247 3,943 4,470 10,237

Total 45,742 114,905 105,239 477,748 743,634 4,831 12,105 18,355 32,861 68,152

Notes: This table represents the decomposition of the collected tweets. I use all these collected tweets in all
analyzes involving tweets in this paper.

I should also note that Twitter users delete around 11% of tweets (Bhattacharya et al. 2022). These
25An increase of an outage by one hour increases the estimated experienced downtime equivalent by one hour over that

date and the four dates after, as per equation (5) on page 10. Therefore, by linearity, the aggregate effect of an additional
hour of downtime is equivalent to the effect of one additional hour of the experienced downtime equivalent.

26Namely, as discussed in the “Quantifying Polarization” subsection, if all interactions on a day are polarized, the
polarization score is 1 and if all interactions on a day are anti-polarized, the polarization score is -1
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tweets can unfortunately not be recovered. This means that some of these tweets without replies may

have had a reply at first which was polarized because deleted tweets are often part of heated discussions

(Tweet Deleter 2021). This means that the outcome variable may not display as much variation as

there is in truth, potentially causing attenuation bias of the regressor coefficients. However, it can also

be that most of the deleted tweets are those posted by bot accounts that violate Twitter’s terms and

conditions.

5.4. Bayesian Regression

The below is a figure displaying the 90 and 95% highest posterior density regions for the parameters of

interest as estimated by the Bayesian regression.

Figure 2: POSTERIOR DISTRIBUTION OF PLATFORM COEFFICIENTS
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TikTok

YouTube

-2 -1 0 1 2

Effect of downtime on political polarization

Credible interval
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Notes: This figure displays the posterior distribution of the effect of social media downtime on political
polarization by platform-specific coefficient used in the hierarchical model of political polarization. The dots
represent posterior means. I provide an explanation of the model specification in section 4.2.

The results differ from the OLS results in the sense that all coefficients are insignificant, and to a

greater extent. The greater confidence region of the parameters can be explained by the fact that the

variance of the posterior distribution of the parameters is not just determined by the variance on the

error term but also by the variance terms of the other parameters, which partially covary.

The MCMC algorithm does not converge, implying the data is too sparse to estimate relative to the

number of parameters and the variance allowed on the parameters. Given that the modelling decisions

are arguably modest but intuitively well-supported, this may say something about the validity of the
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OLS specification results. Namely, given that the variation of the outcome variable is generated by a

balanced confusion of the classification model between the non-neutral classes, which numerically

absolutely differ from the neutral class by the same amount, 1, the outcome variable should not actually

be that much correlated to anything. This would make the significance of some of the OLS regressors

dubious. OLS’s regressors not covarying by assumption and being non-regularized versus Bayesian’s

option to have them covary and be regularized can explain why one doesn’t display the expected

result whereas the other does. Still, it may be that anti-polarized interactions are given more weight

when being aggregated, meaning that in periods of increased proportions of non-neutral interactions,

polarization levels may be lower. This in turn allows correlations to be identified between the outcome

variable of political polarization and the regressors.

5.5. Robustness Checks

5.5.1. Time Confounding

The first robustness check is testing whether there exists a correlation between the outage severity of

the social media platforms analyzed and time, and whether average polarization is correlated with time.

This will motivate the inclusion or exclusion of time-fixed effects.

Below is the behaviour of polarization in political interactions as defined in this study per country

over time.
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Figure 3: POLITICAL POLARIZATION PER COUNTRY OVER TIME
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Notes: This figure presents the monthly means of estimated political polarization, by country. I calculate
polarization by day by aggregating the polarization scores of Twitter interactions that are labeled to be topically
political. I describe the weights used in this aggregation excercise in detail in section 3.3.

There seems to be an overall upward time trend in political polarization, as classified by the

model, for all countries except perhaps the US, which seems to have a decreased level of political

polarization coinciding with a larger share of tweets being categorized as political around when

COVID-19 restrictions were most severe. This means that a similar linear trend in the number of

outages over time can be a source of bias because the COVID pandemic also took place during the later

years of this dataset (the third and fourth out of all five years), which may have impacted polarization.

Below is a covariance matrix between the average outage severity of each service with the number

of elapsed years that have elapsed since 2018.
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Table 10: COVARIANCE YEARS ELAPSED AND OUTAGE SEVERITY

Platform Covariance

Facebook 0.01
Instagram 0.01
TikTok -0.02
YouTube 0.01
Snapchat 0.02

Notes: This table presents the covariance between the number of years elapsed since the start of the panel with
the average severity of outages in that year, by platform.

It can be seen that the magnitude of the largest covariance is 0.02, meaning that an average increase

in the years elapsed by one is expected to coincide with an average change in the effective downtime

by 0.02, which corresponds to 1 minute and 12 seconds. Over five years, this would only translate to 6

minutes of a difference in the cumulative downtime for the service in question. This is insignificant

in comparison to the cumulative downtime of services, which ranges from 2.5 hours (TikTok) to 7.5

hours (Snapchat). Of course, this is only the linear trend that can be identified, so this table does not

disprove the necessity of time fixed effects, but may alleviate the mentioned concern that exists if one

expects polarization to contain a non-negative linear time trend caused by something other than social

media outages.

5.5.2. Robustness of Downtime Transformation

Next I display the OLS results with the estimated equivalent outage duration variable and its lagged

versions, to see whether the results of the regression with the effective experienced downtime variables

are different because of the transformed variable created from the multiple corresponding lagged

variables.27 As is apparent, the results here are comparable as they also feature similar insignificance

of coefficients and significance on the Snapchat downtime variable. The significance of the Snapchat

coefficient increases the longer the lag is. This may imply that the effect of a Snapchat outage (and

that of the co-occurring outages of other online services as I discussed before) takes time to have a

tangible effect on polarization, supporting the view that shocks in polarization spread over a society

through diffusing processes of interactions over a few days. I should also note that I included the

fifth and sixth variable downtime variables but cut these from the regression table. This part of the

table featured significance in the coefficient on Snapchat downtime for the 5th lag and insignificant

coefficients otherwise, providing similar insight.

27For the results of other OLS specifications, including a regression of polarization as measured in entertainment
interactions on Twitter and a regression of political polarization as classified by the lower-accuracy embeddings model, see
the appendix sections 8.5 and 8.6.
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Table 11: EFFECTS OF PLATFORM DOWNTIME ON POLITICAL POLARIZATION

Political polarization
Estimated equivalent downtime (1) (2)

Facebook 0.00806 0.0186
(0.0746) (0.0762)

Instagram -0.0554 -0.0715
(0.0532) (0.0521)

YouTube -0.0637 -0.0766∗

(0.0365) (0.0366)

TikTok -0.0466 -0.0397
(0.0335) (0.0331)

Snapchat 0.00633 0.00247
(0.0145) (0.0142)

Facebook L1 -0.00913 -0.00693
(0.0406) (0.0408)

Instagram L1 0.0289 0.0204
(0.0405) (0.0409)

YouTube L1 0.00500 -0.00806
(0.0194) (0.0182)

TikTok L1 0.00475 0.00960
(0.0253) (0.0242)

Snapchat L1 0.0149∗ 0.0125∗

(0.00623) (0.00554)

Facebook L2 -0.0122 -0.00930
(0.0542) (0.0539)

Instagram L2 0.0236 0.0148
(0.0562) (0.0556)

YouTube L2 0.0339 0.0200
(0.0215) (0.0216)

TikTok L2 0.0221 0.0275
(0.0340) (0.0316)

Snapchat L2 0.0182∗∗∗ 0.0136∗∗

(0.00453) (0.00449)

Facebook L3 0.00966 0.0167
(0.0444) (0.0447)

Instagram L3 0.00511 -0.00701
(0.0438) (0.0435)

YouTube L3 -0.0423 -0.0546
(0.0317) (0.0296)

TikTok L3 -0.0528 -0.0446
(0.0335) (0.0328)

Snapchat L3 0.00121 0.000861
(0.0104) (0.0102)

Facebook L4 -0.0578 -0.0462
(0.0357) (0.0354)

Instagram L4 0.0711∗ 0.0540
(0.0353) (0.0349)

YouTube L4 0.0123 0.000327
(0.0125) (0.0103)

TikTok L4 0.0584∗ 0.0653∗

(0.0265) (0.0277)

Snapchat L4 0.0197∗∗ 0.0155∗

(0.00730) (0.00669)
Fixed effects ✓
5th and 6th variable lags ✓ ✓
Change in Twitter usage control ✓ ✓
Observations 6,530 6,530

Notes: This table presents the results of two regressions of political polarization as determined by the fine-tuned
LLM model on the effective social media downtime. The observations are at the country × date × platform
level. The fixed effects denote country and year fixed effects. I use heteroskedasticity and autocorrelation-
consistent standard errors. The standard errors are provided in the parentheses, the significance symbols are ∗

for p < 0.05, ∗∗ for p < 0.01, and ∗∗∗ for p < 0.001.



6. Discussion

6.1. Reducing Volatility

As I emphasize, the main problem I encountered in this research is the inaccuracy of the classification

of polarization in tweet-reply pairs, leading to the outcome variable being uninformative with a high

probability. The OpenAI model that I used for this classification task is not the best model meant for

this purpose that OpenAI offers. Namely, the quality of text completion seems to be (economically

significantly) linearly correlated to model size (Ray 2020), and the size of the model used, GPT-3 Ada,

is about four times as small as GPT-3’s Davinci model. This means that predictions with the GPT-3

Davinci model would have likely been better at classifying and would have maybe allowed for the

correct identification of variation in the outcome variable of polarization, as the estimations of the

model on the testing data suggest. However, I did not use this latter version of the model due to the

higher associated cost of classification. Namely, the classification of the around 80k tweet-reply pairs

cost around 20 GBP with GPT-3 Ada, but would have cost around 1,600 GBP with GPT-3 Davinci.

Additionally, even with more accurate classification of polarization, there is a concern about the

outcome variable being too volatile to give the coefficient estimates of interest the standard errors that

allow one to make claims about any causal relations with significant confidence. Namely, filtering the

non-political interactions out of the dataset of tweet-reply pairs, only about 20,000 tweet-reply pairs

remain. In 1,825 days, on average there are approximately eleven tweet-reply pairs per day with which

you can identify variation in polarization. Of course, there are about 800,000 tweets in the dataset

with no replies out of which approximately 250,000 are classified to be about politics, but these are all

labelled as neutral, so they do not really contribute to variation in the outcome variable. A way to

increase power and reduce this worry is therefore to increase the number of tweets analyzed per day.

However, after filtering on country and the time range 2018-2022, I did, in fact, scrape all available

tweets on Twitter before adding them to the dataset. Nevertheless, as I discussed in the tweet collection

section, it is this geo filter that removes most tweets per country because only a small fraction of tweets

are geocoded. Removing this filter would increase the sample greatly. Given that you are likely to

obtain the best polarization classification results on English text (Muennighoff et al. 2022), and Twitter

labels tweets’ language, and you can filter on Twitter’s labels when scraping, taking this approach may

take care of this concern. Outages will then have to be defined based on all English-speaking countries,

weighting by population and Twitter popularity among that population in a sophisticated manner.

6.2. Search Engine Bias

A potential source of bias with using Google Trends is that not all people browse on Google. Bing

users may use YouTube at different times during the day than Google users, and therefore browsing

activity related to a YouTube outage concentrated during a period in which Bing users consume much

YouTube but Google users consume little will be missed by the Google Trends data. This concern
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is unlikely to be a major one, though, as 90-93% of people use Google over other search engines,

like Bing, in the English-speaking countries of interest (Statcounter 2023). Since the usage of search

engines other than Google is small, it would take a substantial difference in usage patterns of the users

of different search engines to generate a bias of significant magnitude.

6.3. Methodological Limitations

I should note that the methodology of this paper measures a short-term effect. Widespread social media

outages have never lasted more than a day. Perhaps it takes longer than a couple of hours of social

media disuse for an effect to occur that is significant enough to be measured systematically. It is not

clear what a straightforward approach would be to quantify the causal effect of a sustained drop in

social media usage. Long-lasting RCTs would underestimate the effect due to attenuation bias caused

by contamination through interactions between the non-treated and treated populations, while event

studies suffer from confounding or the local nature of their effect estimates whenever stripped from

endogeneity.

7. Conclusion

In this study, I proposed the usage of a new measure of polarization that quantifies the divisiveness in

the average interaction in society by looking at the divisiveness of the average Twitter interaction in that

society. Its computation does not rely on predefining groups of affiliation and is feasible by leveraging

large pre-trained language models of text continuation, like OpenAI’s GPT-3. I then estimate the

causal effect of social media usage on political polarization to be insignificant, using Google Trends

data on the popularity of search queries like “is youtube down” to estimate the severity of outages

over time. Nevertheless, the usage of bigger, more expensive classification models of OpenAI identify

variation in the outcome variable more accurately and give rise to more precise and reliable coefficient

estimates. Lastly, I find that a neural network polarization classifier trained on a large dataset of

labelled vector-embedded Reddit conversations from a selection of forums is not accurate in predicting

polarization from vector-embedded Twitter conversations.
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8. Appendix

8.1. Additional Information Tweet Collection

The way I select a reply to a tweet in section 3.1 is randomly picking one out of all replies to the

tweet that is not from the user that posted the tweet, meaning that the interaction type of the replies

in these tweet-reply pairs corresponds on average to the average interaction type of all replies to the

respective tweets. I do not include quotes28 in the dataset in order to avoid language model classifier

issues induced by missing context for the tweet whenever a quote was a quote itself, and so forth. I

leave out replies to replies because for some replies there could be too little context for the language

model classifier to determine the interaction type, and if I gave all preceding interactions from the

conversation thread of any single reply to the language model classifier then costs related to model

classification would have been too large.

I do not analyze interactions like those contained in pairs of replies to replies or quotes to tweets.

Ideally, of course, you would label the interaction type for every possible Twitter interaction and

aggregate all of them in some way. However, the labelling task and aggregating process become

complex quickly as Twitter allows for many different types of interaction threads, while it is also hard

to determine when one conversation topic evolves into another29.

Lastly, contrary to the polarization aggregation method based on likes in this paper, an aggregation

method based on taking retweets as endorsement is also possible. However, replies to tweets rarely

tend to be retweeted30, meaning this approach may give overly noisy results.

8.2. Further Motivation Choice Classification Model

There are numerous language models available that can classify the interaction type contained in

complex verbal interactions for the tweet-reply pairs in the data. There exist probabilistic methods that

have been used in the literature, including Gentzkow’s (2019) which has been used in Ro’ee (2019), for

example. This method in particular works only when affiliation to any of two groups is predetermined

and looks at the extent of the difference in word usage between two groups. As I mention in the

theoretical framework in section 2, the analysis in this study does not predetermine users’ groups,

and can therefore not be used. Moreover, one would probably like to label an interaction to be of a

given polarization grade whenever we, as humans, would mostly agree that it is of that particular grade.

Methods like Gentzkow’s do not distinguish between the order of words appearing in a piece of text

and will therefore not be suited to the ambition of identifying the interaction type between a tweet

28A quote is defined to be a pair of tweets consisting of a quoted tweet and the tweet quoting it.
29For example, every time a tweet is quoted by a user, that user shares the quoted tweet and their reply to that tweet

with all their followers. Replies on this tweet can in turn follow, and one of these replies may in turn start a new thread of
replies. It is not hard to see why networks created from Twitter conversation can grow to become large in size (Garimella et
al. 2015).

30In the dataset of scraped tweets and replies, tweets with replies have 17.2 retweets on average while replies have 0.1
retweets on average.

32



and its reply like humans would, as the interaction type depends on word choice and order in both the

tweet and the reply.

Lastly, the way in which I used the classification model is not the only one. There are many

other ways to construct a prompt given the text contained in [tweet] and [reply] that satisfies the

requirements as given in the text. I do not investigate the robustness of these relative to others due to

time and resource constraints. Additionally, there is no consensus on how best to structure prompts for

text-completion models (C. Short and J. Short 2023). Although prompt changes have a smaller effect

the better language models become and adjusting prompts with contemporary models does not always

improve results drastically, this can be looked at in further studies.

8.3. Technicalities Google Trends Data

One technical difficulty with scraping data from Google Trends is that daily data is only available

per month, and is scaled to have maximum popularity at 100 for that same month. Data from two

different months about search queries related to outages of the same service in the same country are

therefore not comparable unless you scale by the relative popularity of that search query for each of

those months, which you can do by asking Google Trends to give you data on the popularity of that

search term over the history of the Google Trends database by months31. I next include an illustration

of what Google Trends returns for each search (top image: all-time, bottom image: specific month). To

get the popularity of a search in a given day, one will calculate the popularity of the query in a given

day as a fraction of the sum of the popularity of that search query that month before scaling by the

popularity of the specific search query of that month as a whole. In essence, you multiply the relative

proportion of Google searches about a certain query of a month by the relative proportion of Google

searches about that query of a specific day in that month, which gives you the relative proportion of

Google searches about a certain query in a specific day.

31This is also the setting for which Google Trends does not offer daily data, otherwise this scaling approach was not
needed to begin with: one would simply query the daily data over the desired time range with the filters of interest
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Figure 4: GOOGLE TRENDS DATA COLLECTION OPTIONS

Notes: Upper picture: monthly relative popularity data of the search query “is facebook down” in the United
Kingdom, from the start of Google’s database (January 1st, 2004). Lower picture: daily relative popularity
data of the same search query in the same country for the month of September in 2015. Notice that for the
bottom picture, the maximum is 100, too, while the maximum popularity of the search query does not occur in
a month in 2015, but in a month in 2021, as shown in the upper picture. This is because of the scaling that
Google Trends applies to the data returned for each query.

8.4. Downtime Data Alternatives

There were many downtime data alternatives I considered before deciding to use Google Trends data.

There are a couple of reasons why I chose Google Trends data that I think are important to point out.

34



First of all, using only the social media outages over the last few years that are covered widely

in news articles online is an easy way to collect downtime data, but is not the best possible, as many

smaller outages happen each year that are not always covered by the media or are hard to find, if

so. Moreover, if these smaller outages are covered, not all media articles contain information on the

duration of these outages or an estimation of the number of users affected. For these reasons, one may

start to think about alternative ways to gather data on outages.

What happens when a service goes down is that users that can not access the service may query

the web to confirm whether that service is in fact down. Sometimes, users report having problems

with a service. downdetector.com shows up first after Google queries, usually, and it is the largest

website in the world for user-induced outage detection (Downdetector 2023). Downtime data on

downdetector.com is only available for the last 24 hours from their website. One could start scraping

this data every day to compile a dataset, but one would not be able to look further back than 24 hours

from the time they start this process. Luckily, Downdetector posts tweets whenever they detect a large

enough number of users reporting a platform outage to conclude that the service is having at least

a partial outage, for each of the major English-speaking languages and for all major social media

services. These tweets are publicly available and go back to at least the beginning of 2018, the start of

the period of interest for this study.

If one wants to use these tweets to estimate the duration and severity of outages, looking at likes,

retweets, and replies may be a sensible step to take. Namely, one can expect people that have difficulties

with using some social media services to browse whether the service in question is down for other

people, too. After a search query like “is tiktok down”, for example, they may press a few links and

arrive at Downdetector’s Twitter page, after which they may like or retweet the post reporting an issue

with the service in question. One problem with this approach is that in different periods of time, Google

and other search engines may be more or less likely to display links that lead to Downdetector’s Twitter

account. Additionally, using the number of likes on a service outage’s tweet to determine the outage’s

severity is complicated due to users of other platforms like Twitter using Twitter to different degrees.

Estimations of outage durations and severity will then feature more variation for the services with a

larger following on Twitter, holding all other variables fixed. There are also issues of bias related to

demographic differences in user bases of different social media platforms caused by the propensity to

like a tweet reporting an outage corresponding to the one experienced by a given user of that platform.

It is not easy to deal with the mentioned biases due to data on the confounding variables not being

available.

Lastly, I could have aggregated Google Trends data of different search queries with the search

query that I use in this study. Still, it is not clear which other search queries than the one I use (i) are

short enough to be less volatile than longer, more uncommon search queries, and (ii) contain a similar

questioning element to it that is desirable when trying to identify people that are experiencing issues

with some social media service versus people that want to read the news about a social media outage.
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8.5. Results Entertainment Category

The below table displays the effects of social media platform downtime on polarization of discussions

related to entertainment. The purpose of this additional regression is to check whether the platform

downtime effects on polarization are heterogeneous by discussion topic the polarization is measured

from.

Table 12: EFFECTS OF PLATFORM DOWNTIME ON POLARIZATION IN ENTERTAINMENT

Polarization in entertainment discussions
Estimated experienced downtime (hours) (1) (2)

Facebook 0.00237 0.00594
(0.0112) (0.0112)

Instagram -0.00101 -0.00511
(0.0108) (0.0109)

YouTube -0.00412 -0.00684
(0.00721) (0.00721)

TikTok 0.00427∗ 0.00433∗

(0.00203) (0.00203)

Snapchat 0.00288∗ 0.00285∗

(0.00128) (0.00128)

Change in popularity Twitter -0.00543 -0.00546
(0.00544) (0.00542)

Fixed effects ✓
Observations 7,386 7,386

Notes: This table presents the results of two regressions of polarization in entertainment-related discussions
as determined by the fine-tuned LLM model on the effective social media downtime. The observations
are at the country × date × platform level. The fixed effects denote country and year fixed effects. I use
heteroskedasticity and autocorrelation-consistent standard errors. The standard errors are provided in the
parentheses, the significance symbols are ∗ for p < 0.05, ∗∗ for p < 0.01, and ∗∗∗ for p < 0.001.

Although two variables are now significant, in contrast to just one in table 7, the magnitude of these

coefficients is economically insignificant, really. Namely, it would take over ten days of downtime to

bring a country that is neutral in entertainment polarization to a country that is either fully polarized or

fully anti-polarized in entertainment, relative to only two days that it takes for political polarization by

table 7. These results may be interpreted in a way that polarization in entertainment-related interactions

is not really influenced by social media usage, but again the issues related to the quantification of the

outcome variable should be kept in mind.

8.6. Results Embeddings Classification

The following table the OLS results related to political polarization as classified by the embeddings

model.
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Table 13: EFFECTS OF PLATFORM DOWNTIME ON POLITICAL POLARIZATION

Political polarization
Estimated experienced downtime (hours) (1) (2)

Facebook -0.0349 -0.0283
(0.0592) (0.0574)

Instagram 0.0656 0.0390
(0.0575) (0.0556)

YouTube 0.00649 -0.0236
(0.0243) (0.0225)

TikTok -0.0543∗ -0.0375
(0.0255) (0.0259)

Snapchat 0.0356∗∗∗ 0.0270∗∗

(0.00924) (0.00946)

Change in popularity Twitter -0.00132 0.00104
(0.0284) (0.0282)

Fixed Effects ✓
Observations 6,530 6,530

Notes: This table presents the results of two regressions of political polarization as determined by the
embeddings model on the effective social media downtime. The observations are at the country × date
× platform level. The fixed effects denote country and year fixed effects. I use heteroskedasticity and
autocorrelation-consistent standard errors. The standard errors are provided in the parentheses, the significance
symbols are ∗ for p < 0.05, ∗∗ for p < 0.01, and ∗∗∗ for p < 0.001.

The coefficients are much larger in magnitude than for the regression of political polarization as

classified by the text-completion model in table 7. This can be explained by the fact that variation

in the outcome variable is actually identified correctly by the embeddings model, despite its low

accuracy. The standard errors are relatively higher because of this low accuracy, but the outcome

is still determined. The interpretation of the coefficient on TikTok is that an additional hour of the

platform being down aggregately reduces polarization by 2.5% of its maximum range in table, which is

determined by the extremes of political polarization levels of either 1 and -1. Another interpretation of

the coefficient is that a change in one hour of TikTok downtime would bring a median level of political

polarization 39 percentiles down or 49 percentiles up, see table 8. The result for TikTok is not robust to

time and country fixed effects, though. The result for Snapchat is significant and similar to the results

in table 7, though the magnitude of the coefficient is about 50% larger.
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